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In recent practices, sparsity problems often arise in recommendation systems, resulting in weak
generalization ability. To alleviate this problem, tag-aware recommendation systems (TRS) leverage
personalized tags to enhance the modeling of user preferences and item characteristics. However,
current tag-aware methods suffer from arbitrary user behaviors as they limit the additional information
only to user tags. In this paper, we investigate a more general scenario, namely Knowledge-enhanced
Tag-aware Recommendation System (KTRS) which involves auxiliary knowledge compared with TRS.
Correspondingly, we propose a novel recommendation model for KTRS, called TKGAT. It firstly
constructs a collaborative recommendation graph and then learns heterogeneous representation
via an multi-layer multi-head attention mechanism. Experiments conducted on real-world datasets
demonstrate that the proposed system outperforms the state-of-the-art recommendation methods,
and show effectiveness of the auxiliary knowledge.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

With the exponential growth of web contents, recommenda-
ion techniques that present the users with what might interest
hem, are attracting increasing research attention [1–5]. In prac-
ice, recommendation systems have been widely used in various
pplication fields, including search engines, E-commerce, content
reation platforms, etc., with the intention of providing accurate
uggestions for users [6–8]. To analyze the user preferences, tradi-
ional approaches, such as Collaborative Filtering method and its
ariants [9–11], construct historical item interactions (e.g., click,
urchase, review, etc.) of users as an adjacency matrix. They
hen provide recommendations based on the similarity between
ser preference vectors. Such traditional recommendation sys-
ems suffer from sparsity problems [12]. For example, online
-commerce websites may have millions of users and items in
heir database. However, the connection between users and items
s relatively sparse [13]. Each user may purchase and comment
n only tens or hundreds of items, which are much less than
he total amount of items. Therefore, finding proper candidate
ecommended items for each user will encounter high variance
nd randomness.
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H. Xu), senseli.cn@gmail.com (C. Li), 213190968@seu.edu.cn (Y. Li),
eng.wang@seu.edu.cn (M. Wang).
ttps://doi.org/10.1016/j.knosys.2022.109903
950-7051/© 2022 Elsevier B.V. All rights reserved.
Many efforts have been made to overcome the sparsity prob-
lem in traditional recommendation systems. In recent years, the
researchers introduce tags from social tagging systems into the
recommendation systems, i.e. the Tag-aware Recommendation
System (TRS). In the TRS, users give personalized tags to the
items they interact with. These tags reflect users’ preferences and
item characteristics [14,15]. Therefore, they enrich information
for item recommendation [16] and relieve the sparsity problem.
To exploit the personalized tags, a common practice is to ex-
tract user and item representation vectors through a tag-involved
deep neural network. They then learn to calculate recommenda-
tion scores in a supervising approach. For example, HTRM [17]
uses LSTM to model user tagging behaviors. TNAM [18] applies
attention mechanism in order to fuse user-related tags and item-
related tags together. TGCN [19] utilizes GAT method [20] on a
user-tag-item graph to learn the embedding vectors end-to-end.

Although the personalized tags provide supplementary in-
formation for recommendation systems, they also bring about
inherent issues due to the arbitrariness of user behaviors as
illustrated in the left part of Fig. 1. As shown in the exam-
ple, users may assign contradictory tags to similar items, due
to external factors such as judgments made by their friends.
The contradictory tags provide opposite semantics, which pulls
the representation vectors in opposite directions, causing local
optimal problems. Additionally, some of the tags assigned by a
user may reflect not the objective item properties but the user’s
subjective preference that is hardly significative to other users.
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Fig. 1. An example comparison for TRS and KTRS for movie recommendation. Black arrows stand for tag assignments. Blue and orange arrows stand for auxiliary
nowledge: friend relationships and knowledge graph, respectively. In TRS, model learn from tags only. Therefore, the contradictory tags would negatively affect
he recommendation performance for the user (u1) due to conflict semantics. Also, The item with the same tag (i3, i4) would tend to have similar representations.
owever, auxiliary knowledge involved in KTRS reveals that it is not the case. User u1 has fun with his friend, which makes him assign ‘‘fun’’ tag to the movie, and
he movies of their precious memory turn out to be different types.
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he subjective preference will be propagated into items and other
sers related with these items, causing suboptimal recommenda-
ion performance for other users. These issues severely limit the
erformance of TRS methods.
Inspired by recent practices in recommendation systems, we

im to leverage reliable auxiliary knowledge to address the afor-
entioned issues of TRS. The AI community has seen the success
f auxiliary knowledge in alleviating the sparsity problem in rec-
mmendation systems [21,22]. For example, DiffNet++ [23] uses
ulti-level attention mechanism to diffuse interests from items
nd social networks. KGAT [12] leverage GAT [20] to aggregate
nformation from knowledge graphs. In real-world applications
uch as E-commerce and content creation platforms, the service
roviders have easy access to social networks, item knowledge
raphs and user tags. However, existing studies has not consid-
red the task setting where tags and auxiliary knowledge are
ointly modeled in the recommendation system. Therefore, in
his paper, we investigate a new task called Knowledge-enhanced
ag-aware Recommendation System (KTRS), which combines aux-
liary knowledge with tag-aware recommendation systems. The
uxiliary knowledge is expected to provide reliable and objective
nformation for both users and items [24]. Thus, the potentially
rbitrary behaviors of users will have less influence in KTRS
han in TRS. Fig. 1 provides a comparison: the reliable auxiliary
nowledge entities could anchor the semantics of the movie
epresentations [25]. They help explain the contradictory tags and
ncover the subjective tags.
Compared with knowledge-based recommendation systems,

n KTRS, tags are tightly coupled with auxiliary knowledge in
TRS by narrowing the learning gap between the auxiliary knowl-
dge and the user–item interactions. The information provided by
he social network and knowledge graph is relatively separated
ince they only focus on one side of recommendation system
either users or items) [21]. In knowledge-based recommenda-
ion systems, the separated information is aggregated only by
ser–item interactions, which are insufficient to capture the cor-
elational pattern of user preference information and auxiliary
nowledge. By contrast, tagging interactions could combine the
iluted information and capture the useful information for mod-
ling user preference [16,19]. For example, if a user assigns the
ame of his favorite actor as his personalized tag to a movie that
e watched, the system can easily know that the user is attracted
o the movie due to the actor. Thus, the actor preference of this
ser will be highlighted and be aggregated from the knowledge
raph to user–item interactions. To summarize, tags and auxil-
ary knowledge supplement each other in KTRS to overcome the
roblems of their own.
However, in order to fully exploit the huge potential of KTRS,
here still exist two challenges to be resolved:

2

• Modeling of tags and knowledge. Current tag-aware rec-
ommendation methods do not consider auxiliary knowl-
edge, making them have little extendibility. Also, since tag-
ging interactions consist of three aspects of entities (users,
items, and tags), recommendation methods using auxiliary
knowledge do not have a simple way to model such kind
of relationship. Therefore, how to model both tagging inter-
actions and auxiliary knowledge in a united framework is
remained to be researched.

• High heterogeneity in graphs. In KTRS, heterogeneous
neighbors, such as users, items, tags, knowledge entities,
etc., are simultaneously involved. Current tag-aware rec-
ommendation methods only focus on simple graphs with
users, items, and tags, or just user–item bipartite graphs.
A more effective way to extract useful information from
heterogeneous nodes and relations is required for KTRS to
prevent models from overfitting problems.

To overcome these challenges, we propose a novel end-to-
nd recommendation model for knowledge-enhanced tag-aware
ecommendation systems called Tag-aware Knowledge Graph At-
ention Network (TKGAT). In order to model the tags and auxiliary
nowledge in a comprehensive framework, we construct the
ollaborative Recommendation Graph (CRG) with user–item in-
eractions, user tagging, and auxiliary knowledge. In the CRG,
o take advantage of tag information, we treat tags as special
elations between users and items. Tag embeddings are shared
mong tags with the same descriptions from different users to
educe the model complexity. To extract these heterogeneous
nformation in CRG, we design an attention-based graph neural
etwork to adaptively learn the useful information from hetero-
eneous neighbors. We further regularize the node and relation
mbeddings to maintain inherent semantics within the represen-
ations. Our contributions in this paper can be summarized as
ollows:

• We focus on a new recommendation scenario, Knowledge-
enhanced Tag-aware Recommendation System (KTRS), that
absorbs the advantage of knowledge graph based meth-
ods into TRS and thus addresses sparsity and arbitrariness
problems.

• We construct Collaborative Recommendation Graph (CRG)
using user–item interactions, user tagging and auxiliary
knowledge to connect the three aspects of information,
providing contextual semantics for each component graph
to learn their representations.

• We develop a novel tag-aware recommendation model

called TKGAT that utilizes a multi-layer multi-head attention
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mechanism to aggregate node representations in CRG. We
further use pretrained word vectors to force a prior semantic
on tag nodes and regularize knowledge graph embeddings
to avoid semantic drift.

• We conduct real-world experiments on two public datasets
and compare our proposed method with four baselines.
TKGAT performs great improvement over state-of-the-art
methods in top-K recommendation task.

2. Related work

2.1. Social tagging and tag-aware recommendation system

Social tagging is a powerful tool to reflect users’ preferences
and help both businesses and consumers evaluate the quality of
a product. Tags are successfully used in many fields. For exam-
ple in computer vision, TelecomNet [26] is a tag-based weakly-
supervised deep hashing framework for image retrieval. Many
recent researches show that social tagging information also has
significant influence on personalized recommendation systems.
Commonly, neural network-based models transform tags into
a sparse feature space and extract information by deep net-
works. CFA [27] follows the Collaborative Filtering method and
uses the stack autoencoder to extract user representations from
tags. TRSDL [28] and DSPR [29] leverage MLPs to map item
and user representations into a feature space, then use RNN or
deep-semantic similarities to learn from recommendation data.
HDLPR [30] further develops DSPR by autoencoder with recon-
struction errors. HTRM [17] uses LSTM to learn from user tagging
behaviors. TNAM [18] introduces attention mechanisms into the
model in order to analyze the information between user-related
tags and item-related tags. TGCN [19] uses GAT [20] on a collab-
orative tag graph and a prediction layer to learn the embedding
vectors end-to-end.

These methods try to address the ambiguity and redundancy
problems of tags in social tagging systems with their own ap-
proaches. However, their performance could still be impaired by
the arbitrariness of user tags. In this paper, we introduce auxiliary
knowledge to fully address this issue. User tags therefore become
a ‘‘bridge’’ to connect user–item interactions and auxiliary knowl-
edge and at that time the model can take full advantage of the
tagging information.

2.2. Recommendation with auxiliary knowledge

Introducing auxiliary knowledge to recommendation methods
is a common practice to avoid cold start problems [21,22]. In
traditional recommendation systems, there are mainly two kinds
of auxiliary knowledge: knowledge graphs and social networks.
The knowledge graph is only concerned with items, whilst the
social network is only concerned with users. KGCN [31] and
KGAT [12] are the two pioneering studies in knowledge-enhanced
recommendation systems. They both introduce the knowledge
graph into the original user–item bipartite graph and train the
GCN or GAT model on the augmented graph. KGAT adopts GAT on
a collaborative knowledge graph to aggregate information from
the knowledge graph into user and item embeddings. KGCN pro-
vides another scoring function to put more emphasis on relations
that are more consistent with user’s preference. Following KGCN
and KGAT, a number of studies are proposed to address particular
applicational issues. For example, MKGAT [32] discusses multi-
modal learning and designs a multi-modal GNN for knowledge-
enhanced recommendation systems. ATBRG [33] extracts and
prunes a multi-layer subgraph for the target item and user’s
previous behaviors to figure out the underlying relationship be-
tween targets and user behaviors. One advantage of knowledge-
enhanced recommendation system is that the model could learn
3

more information about items since knowledge graphs may con-
tain more features and connections between items. On the other
hand, social network based recommendation system utilizes a
user network, which puts more emphasis on the relationship be-
tween users [34–36]. For example, GraphRec [37], DiffNet++ [23]
and DANSER [38] all use attention mechanism to differentiate
the influence of users’ friends. GraphRec applies multi-layer MLPs
on the concatenated representation vectors, which come from
user–item bipartite graph and social network, to enhance the
feature interactions. DiffNet++ uses a multi-level attention net-
work to update node representations on a unified graph that
contains both user–item graph and social network. As a recent
practice, ESRF [39] tries to modify the given social network via
the autoencoder mechanism in order to obtain better neighbors
for learning. Social network enhanced recommendation system
could easily extract users’ characteristics and propagate interests
between friends [40,41].

These methods introduce the approach of exploiting auxil-
iary knowledge in recommendation systems. Many studies have
achieved state-of-the-art recommendation performance. How-
ever, these methods do not take social tagging into consideration.
Hence, they cannot efficiently utilize the information provided by
tags.

Recent recommendation systems take multimodal auxiliary
knowledge into consideration. For example, UMPR [42] extract
both textual and visual preferences for users to boost the per-
formance on restaurant recommendation and product recom-
mendation. In addition, dynamic recommendation systems [43]
are also attracting a growing number of researchers. Dynamic
embeddings [44] are commonly used in these systems to model
the evolving attributes of users and items. A typical paradigm for
dynamic recommendation is knowledge tracing [45] that recom-
mends tailored items for users based on tracking their previous
interactions. There are many GNN-based methods to solve this
problem, such as GKT [46], Bi-CLKT [47], and JKT [48]. Handling
tag-aware recommendation in these scenarios are not formally
considered in this paper and we leave them for the future work.

3. Problem formulation

In a tag-aware recommendation system, the historical inter-
actions (e.g., clicks or reviews) between users and items can be
recorded as a user–item bipartite graph. In this paper, we denote
the user–item graph as GI ⊂ {(u, i) | u ∈ U, i ∈ I}, where U , I
are the set of users and items, respectively. A tuple (u, i) is in the
graph G if and only if there exists at least one interaction record
between user u and item i. The user tagging graph contains user-
tag-item triplets and we denote it as GT ⊂ {(u, t, i) | u ∈ U, i ∈

I, t ∈ T }. T is the total set of tags. Also, triplet (u, t, i) is in GT
if and only if user u assigns a tag t on item i. The key objective
f recommendation system task is to predict a score yui ∈ [0, 1]

about a given user u and a given item i. The higher the score is,
the more likely the user will be interested in the item.

4. Methodology

The general framework of our proposed method is illustrated
in Fig. 2. Our method consists of four components: (1) Collabora-
tive recommendation graph, which fulfills the user–item bipartite
graph to involve more information for predicting; (2) Embedding
regularization, which forces node and relation embeddings to
have an inherent semantic relationship for stable training; (3)
Attentive aggregation layer, which integrates heterogeneous in-
formation into user or item embedding vectors with attention
mechanism; (4) Predicting layer, which exploits the aggregated
representation vectors to output the predicted recommendation
scores.
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G

Fig. 2. The framework of the proposed method.
Fig. 3. An construction example for collaborative recommendation graph.
.1. Collaborative recommendation graph

We stack user–item interaction graph GI , user tagging graph
T and auxiliary graph GA (including social network and knowl-

edge graph) as a three-layer collaborative graph. Fig. 3 shows an
example to construct the CRG. Since all the three graphs have the
same user entities and item entities, we share their embeddings
among the three graphs. In the following part of this section, we
will introduce the three component graphs in detail.

4.1.1. User-item interaction graph GI
User-item interactions are the basics of recommendation sys-

tems. Typically, the interaction graph GI is a user–item bipartite
graph as introduced in Section 3. The interaction graph is the only
graph that will be separated into train-valid-test sets since these
interactions are labels in recommendation system tasks.
4

4.1.2. Tagging graph GT
The original user tagging data is user-tag-item triplets as de-

scribed in Section 3. The key challenge is how to integrate tags
into the whole collaborative graph. Inspired by [19] where the
authors treat all the tags as nodes in the graph, we treat tags
as relations which is more natural in tag-aware recommendation
systems. With tag relations, the user and the tagged item can
directly influence each other and only each other through the tag,
unlike the situation of making tag nodes where all the related
users and items will be influenced.

Meanwhile, to avoid overfitting due to too many additional
tag relations in the graph, we involve pretrained word nodes in
tagging graph. Specifically, for any tag, we pick out all the words
in the tag text description. Then we treat each word as a node
and connect the related users and items with the word nodes
generated from this tag. Take the data in Fig. 3 as an example,
user u attaches a tag tag to item i . The tag has a description
1 1 1
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f two words, word1 and word2. Therefore, in the Tagging Graph
GT , we connect u1 with i1 using relation ‘‘tag1’’. Also, two word
nodes are added and connected to u1, i1, since u1, i1 are related
with tag1.

Note that tags could have overlapped words so there will
not be so many word nodes. In fact, in the experiments, word
nodes have the same amount or less than tags. In addition, we
initialize these word nodes with their corresponsive pretrained
word vectors. For example, we use GloVe [49] as the word vectors
in experiments. We also initialize tag relation embeddings by
averaging all the word vectors about this tag and then apply the
relation transformation W r . The relation transformation matrix
W r is described in Section 4.2 in detail. By these additional word
nodes, the learning signal will be propagated in a much larger
subgraph so that central nodes will be anchored by other nodes,
making training procedure more stable.

4.1.3. Auxiliary graph GA
The auxiliary graph GA contains auxiliary entities and relations

related with the recommendation system. We denote it as GA ⊂

(h, r, t) | h, t ∈ E, r ∈ R} where E stands for the entity
et and R stands for the relation set. Commonly the auxiliary
raph is constructed from collected knowledge graph or social
etwork. Knowledge graph provides the side information about
tems while social network provides that of users. The auxiliary
raph can be collected either from open database (for knowledge
raphs) or from private data of model users (for social networks).
hese auxiliary entities and relations complement the ambiguous
emantics in tags since they are more reliable and precise. For
xample, the user tag ‘‘apple’’ could both refer to a kind of fruit or
brand. With a connection between the tagged item and auxiliary
ntity ‘‘Cell phone’’, the ambiguity can be eliminated.

.2. Embedding regularization

Knowledge graph embedding uses a learnable vector to rep-
esent each node in the knowledge graph. It is generally used to
fficiently capture the structural information. In our method, we
pply TransR [50] as the embedding method, which learns the
ntity and relation embedding by scoring function:

(h, r, t) = ∥W reh + er − W ret∥2
2, (1)

here h, r , t stand for head entity, relation, tail entity, respec-
ively. eh ∈ Rd, er ∈ Rdr , et ∈ Rd are their corresponding
mbedding vectors. W r ∈ Rdr×d is the transformation matrix
or relation r . A higher score indicates a higher probability of the
xistence of the triplet (h, r, t). TransR utilizes a pairwise ranking
oss for training:

KGE =

∑
(h,r,t,t ′)∈T

− ln σ
(
f (h, r, t ′) − f (h, r, t)

)
, (2)

where T is the training set, (h, r, t ′) is the negative training triplet
that does not exist in the graph, and σ (·) is the sigmoid function.
In our model, we use this loss to regularize the embedding.
Through this regularization, the information within the word
nodes and pretrained tag relations can be merged into user and
item representations [19].

4.3. Attentive aggregation layer

In order to aggregate user preferences and item information
from neighbors, we construct the attentive aggregation layer
to analyze the learnability between one node and its neigh-
bors. Given the input of the entity and relation embeddings, we
compute the attention score as

α(h, r, t) = tanh(W W e )⊤ tanh(W (W e + e )), (3)
a r t a r h r

5

where W a ∈ Rda×dr , da is the attention dimension. Then, we can
collect first-order structural information eNh by summing up the
neighboring embeddings of head entity h:

eNh =

∑
(r,t)∈Nh

exp(α(h, r, t))et∑
(r,t)∈Nh

exp(α(h, r, t))
, (4)

where Nh = {(r, t) | (h, r, t) ∈ G} is the neighbor set of
ead entity h. Finally, we aggregate the first-order neighboring
nformation using the bi-interaction aggregation function:

Bi−Interaction(eh, eNh ) = LeakyReLU
(
W 1

aggr (eh + eNh )
)
+

LeakyReLU
(
W 2

aggr (eh ⊙ eNh )
)
,

(5)

here W 1
aggr ,W

2
aggr ∈ Rd′

×d is the learnable transformation
atrix, ⊙ is the element-wise product, d′ is the dimension of
ggregated embedding vectors (or called entity representations,
hich is the output dimension of this layer). In the experiments
e set d′

= d/2 to force a high-order feature extraction in the
ttention. To enhance the robustness of the attention layer, we
ntroduce the K -head attention strategy as follows:
k(h, r, t) = tanh(W k

aW ret )⊤ tanh(W k
a(W reh + er ))

ekNh
=

∑
(r,t)∈Nh

exp(αk(h, r, t))et∑
(r,t)∈Nh

exp(αk(h, r, t))
, k = 1, 2, . . . , K .

(6)

tack all the structure information heads ekNh
in the aggregation

unction, we formulate the multi-head aggregation function as

Bi−Interaction(eh, eNh ) =

concat
(
LeakyReLU

(
W 1

aggr (eh + ekNh
)
)
+

LeakyReLU
(
W 2

aggr (eh ⊙ ekNh
)
)
,

k = 1, 2, . . . , K
)
,

(7)

here W aggr ∈ Rd′/K×d and d′ is divisible by K . We stack multiple
ttentive layers to capture high-order structural information, thus
btaining more supervision signals from distant nodes. To be
xplicit, in the lth layer, denoting the representation vector from
he last layer as e(l−1), we can recursively compute the entity
epresentation as
(l)
h = gBi−Interaction(e

(l−1)
h , e(l−1)

Nh
). (8)

.4. Prediction layer

Assuming there are L layers of attentive aggregation, we con-
atenate all the entity representations for user u and item i in
hese layers to construct a final representation eu and ei:

u = concat(e(0)u , e(1)u , . . . , e(L)u ),

ei = concat(e(0)i , e(1)i , . . . , e(L)i ).
(9)

o predict the recommendation score between user u and item i,
e conduct the inner product as follows:

ˆu,i = e⊤

u ei. (10)

e use the BPR loss to train the prediction model, which is
efined as:

pred =

∑
(u,i,i′)∈T

− ln σ (ŷu,i − ŷu,i′ ). (11)

ere, T is the training set and i′ is the negative item that user u
ever interacts with.
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Table 1
Parameter complexity of components in TKGAT. Vertex set
V includes users U , items I, and entities in the auxiliary
graph E . d, dr , and da are the embedding, relation, and
attention dimension, respectively. L is the number of
attention layers and K is the number of attention heads.
Model component Parameter complexity

Graph embeddings O (|V|d + |R ∪ T |drd)
Attentive layers O

(
Ld′d + Kdadr

)
Prediction layer O(1)

4.5. Learning strategy

For both embedding loss and prediction loss, we train the
odel in a supervised manner. Positive samples are generated

rom training data and negative samples are generated by nega-
ive sampling, a common practice in graph neural network mod-
ls, as well as in recommendation systems [10,18,30,51]. In neg-
tive sampling, edges that are unobserved in training set are
onsidered to be a potential negative sample. With a sampling
ate that indicates the ratio between negative samples and posi-
ive ones, unobserved edges are randomly selected for each user.
n our experiments, we fix the sampling rate as 1 : 1.

Since our model has both embedding loss and prediction loss,
simple way is to add them together for training. However

hat will involve hyper-parameter tuning to balance the two
osses. We here use a two-step train strategy to stabilize the
earning. Firstly we train the model on prediction loss and then
n embedding loss for each single epoch. In traditional CNN-
ased training in computer vision where pretrained CNN models
re used, the last fully-connected layer for prediction is trained
efore fine-tuning the CNN backbone. Here we adopt the two-
tep fine-tuning to benefit the training since there exists a similar
retrained structure in our model.

.6. Complexity analysis

In order to provide a fair comparison, we list the parameter
ize of each component in Table 1. In practice, the parameters
f graph embeddings contribute to the most of the model size
hen the number of relations grows. The high complexity is due
o TransR assigns a unique W r for each relation. It is possible to
se other embedding methods like TransE [52] and modify the
mbedding regularization loss accordingly. Other part of TKGAT,
ncluding attentive layers and prediction layer, is independent
rom data scale.

. Experiments

In order to thoroughly evaluate our proposed method TK-
AT and our claims, we consider the following three research
uestions (RQs):

• RQ1: Does the proposed TKGAT outperform the state-of-
the-art recommendation methods in real-world tag-aware
recommendation tasks?

• RQ2: How do the hyper-parameters in TKGAT influence
the recommendation performance? How can the hyper-
parameters be tuned for better performance?

• RQ3: What role do the tagging graph play in knowledge-
enhanced tag-aware recommendation systems? What if we
remove the additional word nodes?

e will discuss these research questions in Sections 5.2–5.4 in
etail. In Section 5.1, we introduce the detailed settings about the
xperiments. In Section 5.5, we show some visual results for case
tudy.
6

Table 2
Dataset statistics. ‘‘Auxiliary edges’’ includes edges in the knowledge graph and
edges in the social network.
Dataset #Users #Items #Tags #Interactions #Auxiliary edges

MovieLens 2113 10109 13222 855598 467001
Last.FM 1877 17617 11946 92801 25217
Delicious 1741 61861 3508 339744 15328

5.1. Experiment setup

5.1.1. Datasets
We conduct experiments on three real-world datasets: Movie-

Lens [53], Last.FM [54], and Delicious. The datasets are released
in HetRec 2011 [55]. We filter out the 5-core subgraph of each
dataset and follow Chen et al. [19] to remove infrequent tags. The
statistics is summarized in Table 2.

• MovieLens: An extension of MovieLens10M dataset pub-
lished by GroupLens.1 Only those users with both rating
and tagging information have been maintained. Auxiliary
knowledge is the knowledge graph about movies, including
genres, directors, actors, locations, etc.

• Last.FM: A music artist listening dataset from Last.fm2 on-
line music system. The dataset includes about 2000 users
and their social network for auxiliary. The social network is
constructed by communications between users.

• Delicious: A bookmark tagging dataset collected in Deli-
cious3 social bookmarking system. Users discover and share
website bookmarks in this system. User contacts form a
social network among the 2000 users in the dataset.

We choose these three datasets due to the following two
easons: (1) the amount of users and items vary among the
hree datasets, providing comparisons on different data scales. (2)
hey cover two types of auxiliary knowledge, knowledge graph
nd social network, respectively. As a result, they can provide
relatively fair comparison platform for TKGAT and the chosen
aselines. We split the user–item interactions into three subsets
ith a ratio of 7 : 1 : 2 for training, validation and test. The split

s shared among methods.

.1.2. Baselines
We compare the proposed TKGAT method with 7 baseline

ethods as follows:

• TGCN [19]: A state-of-the-art tag-aware recommendation
method. It models tags as nodes and use GCN to aggregate
information from interactions.

• DeepFM [56]: A recommendation method that combines
factorization machines [11] and deep neural network for
feature learning.

• NGCF [57]: An improved NCF model that encodes the col-
laborative signal with embedding propagation.

• KGAT [12]: A state-of-the-art KG-enhanced recommenda-
tion model. It applies knowledge-aware graph attention net-
work on collaborative graph for recommendation.

• CFKG [58]: A model that utilizes TransE [52] on a unified
graph including users, items, entities, relations and predicts
(user, interaction, item) triplets as recommendation.

• FM [11]: Classic factorization machine method for recom-
mendation system. It uses second-order feature interactions
to predict recommendation scores.

1 https://grouplens.org/
2 http://www.last.fm/
3 http://del.icio.us/

https://grouplens.org/
http://www.last.fm/
http://del.icio.us/
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• NFM [10]: A state-of-the-art factorization model that extract
features with a neural network. We use one hidden layer
suggested in the original paper [10].

5.1.3. Metrics
The recommendation performance is evaluated by three com-

monly used metrics: Precision, Recall and Normalized Discounted
Cumulative Gain (NDCG) [59]. All the metrics are calculated in the
top-K recommendation results, as used in many recommendation
system-related model evaluations [12,19,57]. We evaluate the
methods on each user to obtain the user-wise evaluation and
then take average among all the candidate users for the final
performance results.

5.1.4. Parameter settings
All the models are implemented by Python and Pytorch. Ex-

periments are conducted on a Linux server with four RTX2080Ti
GPUs and two Intel Xeon Silver 4216 CPUs. We train all the
model with batch size 2048 for prediction loss training and
4096 for embedding loss training. Learning rate is tuned from
{0.001, 0.01, 0.05} just to prevent loss explosion. Dropout rate
is set to 0.1 if applicable. The entity embedding size is set to
100 and relation embedding size is set to 50. For TKGAT, we
use 3 aggregation layer with output size 100, 50, 25. We fix
the number of attention heads to 5 and attention dimension to
50. We use early stopping for all the models. Any model that
does not improve its validation performance in 50 epochs will be
stopped.

5.2. Overall performance comparison (RQ1)

We compare our proposed TKGAT with the 7 baseline methods
mentioned in Section 5.1.2. The 3 datasets, MovieLens, LastFM,
and Delicious, include knowledge graph and social networks,
respectively. For the knowledge graph based methods, we recon-
struct the social network into a one-relation knowledge graph as
input. Also, we follow [12] that adds the knowledge graph in the
input features. The top-K personalized recommendation evalu-
ation results are illustrated in Fig. 4. TKGAT outperforms base-
lines in both knowledge-enhanced dataset and social network-
enhanced dataset.

Compare between the three datasets, MovieLens has a less
amount of items and a much larger amount of interactions than
LastFM and Delicious. As a result, LastFM and Delicious dataset
is much more sparse than MovieLens, which leads to a harder
learning procedure for the models. From the performance figure,
we can verify this fact since a performance drop can be seen
for each method from MovieLens to LastFM and Delicious. The
improvement in Recall is due to the less size of test set in LastFM
and Delicious.

NFM, the improvement of FM, behaves better than FM in
MovieLens while suffers from sparse problem in LastFM. Knowl-
edge graph based methods, KGAT and ECFKG, show better per-
formance in MovieLens than in LastFM. They even perform worse
than classic FM method in LastFM. This indicates that they cannot
handle recommendation tasks with social networks only. The
supervision signal provided by user–item interactions and social
network is too sparse to learn a general knowledge graph based
model, so these model may encounter overfitting problems in
social network based recommendation tasks. Even if in Movie-
Lens, TKGAT, utilizing tagging information, significantly performs
better than KGAT and ECFKG. In addition, we train TKGAT from
sketch without word nodes in Ablation Study (Section 5.4). The
results also show better performance than baselines in Movie-
Lens. As a result, we proved by experiments that tags do play an
important role in recommendation model learning. In addition,
7

TGCN, as a state-of-the-art tag-aware recommendation method,
performs worse than TKGAT is most of the cases (only be better in
Recall of MovieLens and NDCG of LastFM). This suggests that the
introduced auxiliary information is capable to boost the learning
and effectiveness of tag-aware recommendation systems.

5.3. Hyper-parameter efficiency (RQ2)

Since there are many hyper-parameters in TKGAT, we wonder
what kind of effect they will have on recommendation perfor-
mance, positive or negative. In our early experiments, we vary
the batch size and learning rate for TKGAT, but the performance
is affected little. This indicates that batch size and learning rate
within a proper range will not affect the performance, so in the
following experiments we use the same setting of batch size and
learning rate. Further, we mainly choose two hyper-parameters to
study their effects. Firstly, since we utilize multi-layer attention
aggregation, it is vital to carefully choose the number of layers.
In each layer, the output representation vector only includes the
information from one-hop neighborhood of the central node. As a
result, a higher number of layers could aggregate more informa-
tion from far-distance neighbors while the scale of parameters
would meanwhile grow, causing overfitting problem. Secondly,
in collaborative recommendation graph, we treat tags as rela-
tions and use attention mechanism to merge relation information
into node representations. We argue that relation and atten-
tion dimension may influence the recommendation performance
since they control the information capacity of each relation and
attention head.

In Overall Performance Comparison (Section 5.2), we set TK-
GAT to have three layers of attention aggregation of dimension
100, 50, and 25. Here we discard one or two layers from the
top, keeping other settings the same. The test performance of the
two datasets in shown in Table 3. From the table we see a slight
performance drop in 3-layer TKGAT compared with 1-layer and 2-
layer ones in MovieLens and LastFM. In MovieLens, 3-layer TKGAT
maintains a second place in the three settings, while in LastFM
3-layer TKGAT drops to the third place. This can be explained
by the less complexity in LastFM dataset than MovieLens, as
we analyzed in Section 5.2. The 3-layer TKGAT achieves better
performance in Delicious, which has much more items and is
harder for learning. This indicates that, in view of the scale and
complexity in real-world applications, TKGAT with more atten-
tion aggregation layers would achieve better performance in most
large-scale tag-aware recommendation tasks. Nevertheless, the
largest performance drop in the table does not exceed 4% and
there is not any layer setting that maintains the best place among
the three metrics, so the number of layers would not have a
crucial impact on the performance.

The relation embedding size and attention embedding size are
both set to 50 in Overall Performance Comparison. We decrease
them by half two times to study the influence of different scales
of dimension. Table 4 shows the results. For dataset Movie-
Lens, we find a gradual improvement of performance with the
increase of dimension. Comparing 10-dimensional TKGAT with
50-dimensional TKGAT, all the three metrics increases about 4%.
In LastFM, 25-dimensional TKGAT takes the first place on all the
metrics, followed by 50-dimensional. In Delicious, we notice a
large performance drop between 10- and 25-dimensional TKGAT.
This may due to the much larger amount of items, which requires
more parameters to learn a better model. In the comparison, we
observe that a too small relation and attention dimension setting
could cause bad performance. A proper setting of relation and
attention embedding size can be chosen by validation.
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Fig. 4. Overall performance comparison on MovieLens, LastFM, and Delicious of TKGAT and 7 baselines. We vary K from 1 to 20 for the top-K recommendation
evaluation on test set. The results drawn with dashed lines are from the original paper of TGCN.
Table 3
Performance evaluation of TKGAT with different attention aggregation layer settings. The number ‘‘100-50-25’’ indicates that the
output dimension of the layers is 100, 50, and 25 from bottom to top. The bold score is the highest one of the column and underlined
score is the second highest one.
Attention layer size MovieLens

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

1 Layer: 100 0.3646 0.3287 0.0708 0.1209 0.3836 0.3607
2 Layers: 100–50 0.3501 0.3161 0.0718 0.1208 0.3676 0.3471
3 Layers: 100-50-25 0.3591 0.3265 0.0715 0.1234 0.3787 0.3586

Attention layer size LastFM

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

1 Layer: 100 0.1587 0.1186 0.1607 0.2401 0.184 0.2279
2 Layers: 100–50 0.1588 0.1185 0.1610 0.2398 0.1866 0.2300
3 Layers: 100-50-25 0.1576 0.1180 0.1596 0.2390 0.1833 0.2272

Attention layer size Delicious

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

1 Layer: 100 0.1770 0.1269 0.1930 0.2625 0.2449 0.2563
2 Layers: 100–50 0.1818 0.1312 0.1966 0.2725 0.2499 0.2631
3 Layers: 100-50-25 0.1988 0.1397 0.2172 0.2890 0.2766 0.2863
5.4. Ablation study (RQ3)

In the collaborative recommendation graph constructed by us,
he tagging graph contains both tagging interactions and word
odes. In this section, we will discuss about the additional word
odes. To figure out the effect of these nodes, we train TKGAT
8

from sketch (hereinafter referred to as ‘‘TKGAT (w/o)’’) and record
the learning procedure. In detail, we remove all the word nodes
and the connections with other entities. Also, we use random
initialization on tag embeddings, instead of the average of pre-
trained word vectors. In fact, train TKGAT from sketch is quite the
same as train TKGAT in a dataset where we do not have access to
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Table 4
Performance evaluation of TKGAT with different relation and attention embedding sizes. Also, the bold score is the highest one of
the column and underlined score is the second highest one.
Relation/attention
embedding size

MovieLens

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

10 0.3481 0.3142 0.0693 0.1191 0.3661 0.3451
25 0.3590 0.3234 0.0709 0.1220 0.3754 0.3540
50 0.3591 0.3265 0.0715 0.1234 0.3787 0.3586
Relation/attention
embedding size

LastFM

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

10 0.1548 0.1159 0.1570 0.2345 0.1790 0.2218
25 0.1611 0.1193 0.1631 0.2416 0.1878 0.2310
50 0.1576 0.1180 0.1596 0.2390 0.1833 0.2272

Relation/attention
embedding size

Delicious

Precision@10 Precision@20 Recall@10 Recall@20 NDCG@10 NDCG@20

10 0.1325 0.0985 0.1490 0.2108 0.1836 0.1974
25 0.1785 0.1258 0.1966 0.2648 0.2505 0.2604
50 0.1988 0.1397 0.2172 0.2890 0.2766 0.2863
Fig. 5. Ablation comparisons. TKGAT (w/o) stands for the TKGAT model without pretrained word nodes and with randomly initialized tag embeddings. The precision,
ecall, and NDCG are evaluated on the validation set and recorded after each epoch.
ag descriptions. Other settings are remain the same as in Overall
erformance Comparison.
9

Fig. 5 shows the validation performance during training itera-
tions. We find that there are several epoches in the beginning of
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Fig. 6. Comparisons between attention scores and recommendation scores of four users. In the subfigure of each user, the heatmap above shows the attention scores
of the 5 attention heads (Head 0 to 4) with respect to 10 movies, including top-5 and bottom-5 recommended by TKGAT. The headmap labeled as ‘‘Score’’ shows
the recommendation score ŷu,i calculated by the prediction layer.
training that TKGAT (w/o) learns slowly. After these trial epoches,
TKGAT (w/o) rapidly improves the validation performance until
it reaches the final fine-tuning procedure. However, with word
nodes and pretrained word vectors, TKGAT obtains a much higher
performance in the first several epoches. TKGAT could finish its
fine-tuning procedure within 200 epoches. Through this figure,
we observe that the word nodes and pretraining strategy could
significantly accelerate the training progress of TKGAT. The total
epoches could be cut down to at least a half via the constructed
tagging graph.

We also test TKGAT (w/o) and the result is shown in Ta-
ble 5. In general, training TKGAT from sketch will eventually
10
obtain a worse model than normal TKGAT. However, TKGAT
(w/o) still achieves better results than baselines in Overall Perfor-
mance Comparison on MovieLens. In LastFM, it looks like TKGAT
(w/o) is trapped by local minima and suffers from overfitting.
As a result, the word nodes and pretrain word vectors help our
model improve the ability of generalization and prevent from
overfitting.

5.5. Case study: MovieLens

In order to provide a visual understanding of the effectiveness
of our proposed model, we visualize the attention layer in the
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Table 5
Test Performance of TKGAT with or without word nodes and pretraining.
Dataset TKGAT TKGAT(w/o)

MovieLens
Precision@20 0.3265 0.2338
Recall@20 0.1234 0.0830
NDCG@20 0.3586 0.2484

LastFM
Precision@20 0.1180 0.0437
Recall@20 0.2390 0.0885
NDCG@20 0.2272 0.0773

Delicious
Precision@20 0.1397 0.0007
Recall@20 0.2890 0.0012
NDCG@20 0.2863 0.0011

prediction of MovieLens as shown in Fig. 6. We use TKGAT to
provide recommendation scores of movies for the 6 selected
users. We pick the top-5 and bottom-5 recommended movies
(movies with largest-5 and smallest-5 recommendation scores)
for each user. The recommendation scores are normalized among
the 10 movies and shown in the bottom of each subfigure. We
calculate the attention score of the 5 heads from each user to
the movies and show in the upper heatmap of each subfig-
ure. From the heatmap, we surprisingly find that the attention
scores have the same tendency with recommendation scores: for
the most recommended movies, the attention scores tend to be
larger while for the least recommended movies, the attention
scores become smaller. Since the selected users do not necessarily
have interactions with the chosen movies, the attention scores
are actually independent from the predicted recommendation
scores. This proves that the attention layer does learn the user
preferences from the tags and other relations.

6. Conclusion and future work

In this paper, we propose a new task called Knowledge-
nhanced Tag-aware Recommendation System (KTRS) to address
he problems of sparsity and arbitrariness in traditional tag-
ware recommendation systems. In this new scenario, we further
ropose a tag-aware graph attention network based model called
KGAT. In our model, we design the Collaborative Recommenda-
ion Graph (CRG) including user–item interactions, user tagging
nd auxiliary knowledge in order to bridge the three aspects
f data. Multi-head attention aggregation layers and embedding
egularization are utilized to extract latent representations of
sers and items for the final recommendation score predic-
ion. Experimental results on real-world datasets show that our
odel significantly outperforms the state-of-the-art tag-aware

ecommendation models.
In the future, we will address the potential limitations of our

ethod. (1) When the number of tags grows, the embedding size
ill meanwhile grows. This might cause memory explosion in ap-
lications that have huge amount of tags. Space efficiency can be
urther researched for large-scale recommendation systems. (2)
nline recommendation is a topic attracting increasing research
ttention. In this scenario, taggings and interactions may update
n a timeline. How to learn the recommendation model with on-
ine updatable auxiliary knowledge is remain to be discussed. (3)
t present, we only consider the text auxiliary knowledge about
sers and items. There exist many other kinds of information like
mages, locations, audio or video materials. These can be fully
tilized in future researches.
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